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Abstract; Sparsity Adaptive Matching Pursuit ( SAMP) is a mainstream image reconstruction algorithm in Compressed Sensing (CS).
However , with the increase of iterative times, it has multiplied atoms candidate set that lead to wasting storage capacities and lengthening
reconstruction time. A method called Fuzzy Pruning Threshold Sparsity Adaptive Matching Pursuit ( FPTSAMP) is proposed. The Dis-
crete Wavelet Transform (DWT) destroys the correlation among low —frequency approximation coefficients in CS sparsity processing,
which results in bad reconstruction quality,so a High Frequency Sub—Band Wavelet Transform (HFSBWT) is adopted instead of DWT
to realize the sparse representation of signal. Simulation results show that compared with the same reconstruction algorithms the HFSBWT
has achieved a better Peak Signal To Noise Ratio (PSNR) of images and that compared with SAMP algorithm the FPTSAMP combined
with HFSBWT has lifted the reconstruction performance of images significantly with its reconstruction time cutting in half.
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Compressed Sensing ( CS)"'™) theory had broken

y =Dx = DY = A0 (1)

Where x € R" is the K —sparse signal which can be

through the restriction of Nyquist sampling theorem on the
sampling rate, and realized sampling and compressing da-
ta simultaneously. CS projects high —dimensional data to
low—dimensional data, and recovers the signal by projec-
tion observation and reconstruction algorithm. It is de-

scribed as follows:
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represented sparsely in a certain transform domain ¥ | i.
e. X = WO,y denotes the measurement values vector with
reduced dimension n, @ is a measurement matrix with size
nxN,and A = @Wis called an x N sensing matrix.
The signal can be reconstructed from relatively few

incomplete measurements b = Ax for a carefully chosen
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A € R"™ by solving the [, —minimization problem.
min |9, s1A0=dWY =y (2)

Where | - ||, denotes [,—norm, andérepresents the
approximation vector of the sampled sparse vector @ . Un-
fortunately, it is not convex and the computational com-
plexity of optimizing is NP hard. Then, Donoho and Tao
etc. have proposed that the solution x of the problem(1)
can be found by solving the Basis Pursuit ( BP) problem,

under some reasonable conditions on x and A .

min [0, S LAO =W =y (3)

Where | - ||, denotes /,—norm, if @ and ¥ are inco-
herent and sensing matrix A satisfies the Restricted Isome-
try Property ( RIP), then the K —sparse signal x can be
well reconstructed. Thus, the non — convex problem is
transformed into a convex one to solve.

I, — linear programming problem has been found sev-
eral algorithms including BP™', Gradient Projection for
Sparse Reconstruction ( GPSR)"', and Iterative Thresh-
olding (IT)"*'. For the [, — optimization problem, itera-
tive greedy pursuit is a good idea that contains Orthogonal
Matching Pursuit ( OMP )"’
Matching Pursuit ( CoSaMP )™ | Stagewise Orthogonal
Matching Pursuit ( StOMP )™ and Sparsity Adaptive
Matching Pursuit (SAMP) 10T ete.

The CS theory has three main steps; signal sparse

Compressive Sampling

representation, measurement matrix and reconstruction al-
gorithm.

Signal sparse representation is premise of compressed
sensing technique to ensureits effectiveness. In this pa-
per, High — Frequency Sub — Band Wavelet Transform
(HFSBWT) sparse representation has been provided in-
stead of traditional image sparsity, wavelet basis or Dis-
crete Wavelet Transform ( DWT) """ to enhance sparsity
property and to promote reconstruction effect of images.

The most critical step for compressed sensing is re-
construction, which determines performance and operation
time of reconstruction. To deal with wasting storage capac-
ity and time —consuming operation with Sparsity Adaptive
Matching Pursuit ( SAMP ) algorithm, Fuzzy Pruning
Threshold Sparsity Adaptive Matching Pursuit ( FPT-
SAMP) algorithm has been proposed, which adopts fuzzy
threshold preliminary rule to avoid using a priori informa-
tion of signals in primary election phase and then realizes

adaptive recovery and achieves purpose of shrinking the

atoms selection space and cutting down iteration time.

In this paper, a novel transform named HFSBWThas
been adopted to improve performance of traditional trans-
form and then FPTSAMP algorithm has been proposed to
deal with wasting space and time—consuming on SAMP al-
gorithm, which introduces the fuzzy preselected method,
and pruning and stop threshold to eliminate redundant at-
om and reduce unnecessary iterations. The proposed algo-
rithm has not only improved reconstruction precision but
also accelerated convergence speed. In addition, some
simulation experiments has been conducted to verify better

performance of FPTSAMP algorithm over others.

2 Improved FPTSAMP Reconstruction Al-
gorithm Based on HFSBWT Sparse Rep-

resentation
2.1 The HFSBWT Sparse Representation

The first step of CS Theory is to transform the original
non —sparse signal to sparse signal. To make the image
signal sparse, universally the method of sparse transforma-
tion DWT"™ is adopted. After having decomposed image
with single—layer wavelet transform, four sub—band coeffi-
cient matrixes is acquired including average part, vertical
detail, horizontal detail and diagonal detail, i.e. {c,,c,,
¢y,cpt , where average part should be deemed to frequen-
cy component of image, and the remaining three parts are
considered as high frequency section. Low—frequency part
can be regarded as an approach signal of the original im-
age within the different scales, so the low—frequency com-
ponent is non —sparse and difficult to be more sparse.
Nevertheless , the remaining three high frequency parts are
sparse relatively. If coefficients of the high—frequency and
low—frequency sub—band simultaneously multiplied with
measurement matrix to obtain the measured values the cor-
relation among the low —frequency approximation coeffi-
cients would be destroyed, which could lead to a worse
quality of the reconstructed signal.

So anovel kind of image sparse transform way is pro-
called HDSB-

WT!">") First, the product of @ and ¢y 5 €y 5 Cpis caleu-

vided based on compressed sensing,

lated respectively with high frequency sub—band measure-

mentsc, , ¢, , ¢, , while the low—frequency sub—band is

remained in ¢, , then setting a measuring number M , and
constructing i. i. d. Gaussian matrix as measurement ma-

trix @ with the size of M x Q , where Q = N/2, further-
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more in decoder side, reconstruction algorithm was used to
recovery three high frequency coefficient matrixes ¢, , ¢, ,
¢, respectively. Finally inverse wavelet transform together
with sub-band ¢, was carried out to reconstruct image.

2.2 Improved FPTSAMP Reconstruction Algorithm

SAMP'"'is a kind of typical algorithm to solve the
optimization problem of /[, — norm with two advantages of
adaptive sparsity and involving retrospective thoughts.
However, there are mainly two drawbacks that appeared
during pre—selection and pruning atom:

(1) Atpre—selection stage, when k is larger, index of
new added atom is seldom due to the weak—correlation be-
tween the residual value r, | and the sensing matrix. Then
the excessive collection of atom candidate index leads to
choosing atom support set repeatedly, even causes large
consuming of time, and impacts accuracy of least squares
estimation method.

(2) At pruning atom stage, the iteration stepwould be
doubled while there is a failure to meet the constraint, so
that number of elements in candidate set would be S times
that of original set at each stage. While candidate set are
superfluous, it is bound to affect the composition of sup-
port set.

Aimed at the drawback of SAMP algorithm, an im-
proved algorithm named FPTSAMP has been proposed.
Where fuzzy pre —selection stage is set and the original
candidate atom method is replaced by adding pruning
threshold.

Having been inspired by stagewise weak threshold
conjugate gradient algorithm and subspace pursuit algo-
rithm, FCTSAMP adopts fuzzy threshold instead of the o-
riginal pre—selection program.

Th=a, +rand(1) * (B, - a,)
S = {il idx(sort(Th * abs(A'r, ), “decend”)) |
(4)

Where sort( +,’decend”) is descending order ele-
ments, and idx( + ) is extracting element index, & and
B, are two fuzzy threshold parameters available for the us-
er to set, and function rand(1) can generate random num-
bers range from O to 1. Because of each iteration the weak
—correlation of A and r,_, leads to uncertain number of new
added subscript. Compared with the original preselected
program the fuzzy threshold method promotes the correla-
tion to manipulate more new subscript with common
sense.

For the problem of repeated prune with SAMP in

each of iteration, FPTSAMP sets stop and pruning thresh-
olds at the first time. When residual energy norm is less
than the stop threshold p, * ||y || ,, which indicates that
the current residual of iteration is small enough, no cut-
ting operation is needed, or demonstration meets iteration
termination conditions to avoid unnecessary cutting opera-
tion and to save calculations time. When residual energy
norm is less than the pruning threshold p, * ||y || ,, this
situation suggests pruning operation of atomic candidate
set need to be implemented. To crop the redundant atoms
accurately one subscript in candidate set at a time has
been discarded and then it is determined whether change
the residual value r or not. If the residual value r increa-
ses, it indicates that no need to perform pruning opera-
tion, the step size of candidate set has been doubled, then
access to the next iteration. Otherwise, if the residual val-
ue is smaller or unchanged, indicating that the subscript
being pruned is certainly redundant, then iterating the
pruning step until redundancy is eliminated.

As mentioned above, there are four input parame-
ters, a . , B, ,p,andp,. Based on huge simulation exper-
iments and balance between operation time and recon-
struction accuracy, if settinge, = 0.8, 8, =1, and se-
lecting p, =6 x 10~ , p, =1 x 107, performance of sig-
nal reconstruction is better. In brief, the FPTSAMP exe-
cution process lists as follows

(1) Input; sensing matrix A , observation vector y ,
fuzzy threshold o, ,B,, , stopping threshold p,, pruning

threshold p, , step factor S , tolerance error d .

(2) Initialization ; approximation signal x =0, residual
value r, =y , support set F, = () | size of support set L =
S, letn =1.

(3)For k=1, k=Fk + 1 until meeting stopping criteri-
on |r,|,=6

(a)J =abs(A"#r,_), Th = «
B, -a,) -

(b) H=abs(Th*J) , H=sort(H, decend”) .

(e)S, =1{il i=1idx(H(t)),l <t <1L},C, =
F,.,US,.

(I lry s < py* Iy 1,), breaks else go

+ rand(1) *

pr

on.

(U Ir I <p,=lyll,), 6=4;xy, 6=
sort(G,’decend”) ,F = {j| j=idx(G(t)),l <t <L -
ki, rres:y_AFA;y s C lr = e
I,L=n=L;elseC, =F,r,_ =r

,),n=n+

res

return back to sub

res 9



.38 - EIERS LR

27 %

—step (e).
() r,. :y_AqAZ‘A *y,F, =F.

(4)ka :A; g

(5) Output ; approximation of original signal x = x, .

3 Experimental Results and Analysis

In order to verify the advantage of reconstruction ac-

(d)Original Boat image

Fig. 1

Contrast analyses of Fig. 1 shows that when sampling

rate is 0. 3, the reconstructed image achieved by SAMP
reconstruction algorithm may have a significant fuzzy effect
and there is a lot of interference when regardless of Lena

or Boat image. However the reconstructed image achieved
40
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(b)Reconstructed Lena image
based on SAMP

(e)Reconstructed Boat image
based on SAMP

curacy and time with FPTSAMP over those with SAMP ,in
experiments, HFSBWT transform, sampling 256 x 256 Le-
na and Boat images respectively at rate M/N = 0. 3, then
image sparsity handled by HFSBWT transform, and meas-

urement matrix is i. i. d. Gaussian matrix. Finally, recon-

structed effect of Boat and Lena images have been comple-
ted by the FPTSAMP and SAMP respectively, shown by
Fig. 1.

(c)Reconstructed Lena image
based on FPTSAMP

(f)Reconstructed Boat image
based on FPTSAMP

Reconstruction effect comparison of images

by FPTSAMP reconstruction algorithm, its texture pattern
is visible clearly, only fuzzier than original image slightly.
In order to illustrate the superior performance of FPT-
SAMP, more effective comparison with SAMP and com-
parison charts in Fig. 2.

Running time/s

—%— SAMP-Lena E
—6— FPTSAMP-Lena

! L !
045 050 055 060 065

2 L L L L
020 025 030 035 040
Sampling rate M/N

(b)Running time

Fig.2 Comparing reconstructed performance of SAMP and FPTSAMP

As can be seen from Fig.2(a), when at the lower

sampling rate, the reconstruction PSNR of two algorithms
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are relatively low, but with sampling rate increasing, the
PSNR also improves significantly. And PSNR achieved by
FPTSAMP is always higher than that achieved by SAMP.
So the improved algorithm is much better than the original
algorithm with advantageous reconstruction performance.
Because of fuzzy pruning threshold taken into account in
the improved algorithm, each iteration time could be
shortened and convergence rate be sped up. Above all,
Lena image for example, draw running time contrastive
figure of two algorithms under various sampling rates
shown in Fig.2(b).

With increase of the sampling rate Fig. 2(b) shows
that running time increases, but the increasing amplitude
in FPTSAMP is always shorter than that in SAMP. Moreo-
ver, in terms of various sampling rates, the running time
of FPTSAMP is significantly shorter than that of the SAMP
so that time almost cut by half.

4 Conclusion

Based on the classical pursuit algorithm SAMP, FPT-
SAMP has been proposed, which introduces the fuzzy pre-
selected method, pruning threshold and stop threshold to
cut down redundant atom, to reduce unnecessary itera-
tions, to improve reconstruction precision, and to acceler-
ate convergence speed. In addition, the traditional DWT
transform breaks the correlation among coefficients and
leads to a poor reconstruction performance, the HFSBWT
has been proposed. A large number of simulation experi-
ments show that after having handled images with sparse
transform HFSBWT and employed FPTSAMP for recovery
images, the reconstruction performance has been improved

significantly and its running time is cut by half.
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