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Abstract: In this paper, propose a methodology by doing pre-processing the original dataset using FCM which can convert quantitative
values of attributes to binary values,and then get a fuzzy version ( with fuzzy records and fuzzy attributes) of the original dataset. Moreo-
ver,present a fast algorithm based on the fuzzy Apriori algorithm for rule extraction utilizing fuzzy clustering { FAFC) for extracting
fuzzy frequent itemsets and fuzzy association rules from the fuzzy version of the original dataset. Eventually , experiments show that the

FAFC algorithm outperforms the traditional Apriori algorithm on computing time for huge database. And for huge dataset, the algorithm

presented in this paper is found to be promising in terms of practicability and availability.

Key words: pre—processing ; fuzzy clustering ; FCM ; fuzzy Apriori algorithm ;data mining

1 Summarization

Association Rules Mining (ARM ) , an important and
hot area of KDD ( knowledge discover in database) , is to
analyze the data in a database to discover potentially inter-

esting association rules'"”’

. Association rules mining is
promising for some actual applications in terms of market-
ing problems , biological knowledge extraction and so on.
An association rule is an expression of X — Y , where
X and Y are sets of ‘items and termed as itemsets ,and X N
Y = g . Conventional ARM algorithms usually deal with
datasets with binary values. However, in the real - life,

most data is neither only binary nor only numerical, but a
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combination of both of them. Whereas, when conventional
ARM algorithms are applied to deal with numerical attrib-
utes a serious problem called sharp boundaries will be oc-
curred. In data mining approach, the quantitative attrib-
utes should be appropriately deal with as well as the Bool-
ean attributes. Fuzzy set theory is used to convert quanti-
tative values of attributes to Boolean attributes, in order to
eliminate any loss of information arising due to sharp parti-
tioning, especially at sharp boundaries. In a formal defini-
tion of a fuzzy set A , is a fuzzy subset of U = |x} , in the
ordered pairs ;

A={(x,;,(x)) | x e U, u(x) e [0,1]} where
the relation u,(x) , is termed as a membership function
defining the grade of membership x in A . Fuzzy sets can
also be thought of as an extension of the traditional crisp
sets, in which each element is either in the set or not in
the set”"*’,

In this paper, discuss an improvement of algorithm
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for extracting fuzzy association rules from database. First-
ly,, propose a methodology by doing pre—processing for the
original dataset based on FCM inspired bydocument[5 ~
7]. Secondly, propose a basic fuzzy Apriori algorithm
based on fuzzy clustering( FAFC) for rule extraction. Ex-
perimental results show that get fuzzy membership u values
which can work without Apriori membership function pro-
vided by human experts and the FAFC algorithm outper-
forms the traditional Apriori algorithm on computing time

for huge database.

2 Pre-processing for the original dataset
based on FCM

Generally,used sharp partitions to convert quantita-
tive attributes into Boolean attributes, nevertheless, by
doing this, introduced a major problem called sharp
boundary which may arouse a loss of information of the
crisp dataset and also increase the uncertainty in the data-
set. Instead of using sharp boundary intervals, fuzzy parti-
tions can eliminate any loss of information whatever the
value of any numerical attribute arising due to sharp parti-
tioning, especially at the boundaries of partitions. By u-
sing fuzzy partitions, protected the information of the nu-
merical attributes against losing'®’.

For generating fuzzy partitions, used fuzzy c—means
clustering ( FCM) which is a fuzzy extension of the K-
means algorithm. FCM algorithm is determined the mem-
bership of each quantitative attributes belongs to some
cluster to generate fuzzy partitions. Actually, FCM gener-
alizes K—means and the latter is a special case of the for-
mer. Thus, the method is an improvement of traditional K
—means algorithm®"')

2.1 The idea of FCM clustering algorithm

The original dataset X = {%,,x,,--,x, | is ann —di-
mensional in m sampies, thereby the matrix of the original
sample data can be expressed as the followingm’m :

U=(x,),,.,i=1,2,m;k=12,-,n

The basic idea of FCM algorithm is to find a fuzzy
partition matrix and the number of k cluster center C =
{e;,65,°,¢, 1 . Used Sum of the Squared Error (SSE) as
the objective function of FCM clustering algorithm which

is defined as:

Eoom
SSE(C,,C,, ,C,) = 1,(U,€) = ¥ 3 wid(x,,
j=1 i=1

cj)2 (1)

k

ipﬁl;o < zl,ui,. <mi0sp; <t (2)

= =

lJJ;Matrix of membership degree,U = {u,l, i=1,
2,0m;j=1,2,k;

C :Mairix of clustering center, C = {¢,}, i=1,2,
e, m;

&, : Membership degree of the /* data point in the i
clustering center; ' ‘

p: p e[1,+o ] is called fuzzy weighted index
which is a fuzziness parameter of fuzzified degree of the
partitioning. In other words, the higher value of p , the
fuzzier is the resulting partitioning.

d(x;,¢) :

distance is chosen in this paper) between a data point x;

is a chosen distance measure ( Euclidean

and the cluster center ¢; which is an indicator of the data

points and corresponding cluster centers.

k

d(x,¢) = |lx -¢| = [ ; (%4 - cjk)2]l/2 (3)

¢;:Clustering center of the j*clustering categories,
¢ = e cn,me ,c,.n} ,J=1,2,-k
2.2 The steps of FCM algorithm

Step 1 ( Initialization) ; Randomly choose a initiative
fuzzy pseudo-partition according to evaluating u,- of each
quantitative attributes;

Step 2: repeat;

Step 3 ( Assignment) :Calculated for each clustering
center of the clustering categories by using the initiative

fuzzy pseudo-partition (4).
Z; l"Z'xi

2

Step 4 (Updating) : Recalculated the fuziy pseudo—

(4)

¢

partition according to (5).
1 27

i
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Step 5 (Iteration) ; The iteration continues according
to Step 2 ~Step 4, until | J! - J''' | < gor | ,u,i,. ‘—p,;."
| < &,(&,,8, > 0), & ,£, are presupposed threshold. In
other words, until no changing in the clustering center of
the clustering categories.

The goal is to minimize the objective function (1) ,
thereby fuzzy partitioning is generated through an iterative
optimization of the objective function (1), with the up-
date of membershipu;(5) and the cluster centersc; (4) .

FCM clustering algorithm is used to transform the o-

riginal dataset to the corresponding fuzzy dataset, and here
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C represents the number of fuzzy partitions with quantita-
tive attribute. In the following example, use C =3 (High,
Middle, Low ) for the FCM clustering process. The initi-
ative numeric were shown in Table 1, and then the fuzzy

version of the original dataset after clustering also shown
in Table 2.

Table 1 Initiative numeric table of the original dataset
ID Edu-level Skill~-level Income
1 11 2 2500
2 15 4 5000
3 18 3 6500
4 8 7 3500

Table 2  Fuzzified table of the original dataset

( fuzzy version)

1) Edu-~level Skill-level Income

1| (H:0.3;M.0.4;1..0.5 )

(H:0.1;M:0.3;L:0.6)

(H;0.1;M,0.2;L:0.7)

20 (H0.4;M:0.6;0:0.3) | (H:0.4;M:0.5;1:0.3) | (H.0.6;4:0.3;L:0.2)
3] (H:0.7;M:0.2;L:0.2) | (H:0.3;M:0.6;L:0.4) | (H:0.8;M:0.2;L:0.1)
4| (H0.23M:0.3;L:0.7) | (H:0.8;M:0.2:L:0.1) | (I1:0.2;M.0.75L:0.3)

3 Improvement of Apriori Algorithm Ba-—

sed on Fuzzy Clustering
3.1 The Apriori Algorithm

The Apriori algorithm is one of the most influential
and representative technology for mining Boolean associa-
tion rules which has been brought in 1993 by Agrawal.
The principle of Apriori algorithm is to find the valuable
association rules whose support and confidence must satis-
fy the user predefined minimum support and confidence.
The basic idea of Apriori algorithm is to identify all the
frequent itemsets whose support is not less than predefined
minimum support at least.

The Apriori algorithm has an important property to
improve the efficiency of the level-wise generation of fre-
quent itemsets.

Apriori property: All nonempty subsets of a frequent
itemset must also be frequent.

Used this property in the two key steps of the algo-
rithm: connecting step and pruning step.

« Connecting step: To find L, , a set of candidate & —
itemsets is generated by L, , and its connecting. This set
of candidates is denoted C,.

- Pruning step: C, is a superset of L, whose members
may or may not be frequent, but all of the frequent & —

itemsets are included in C, . A scan of the database to de-
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termine the count of each candidate in C, would result in
the determination of L, (all frequent candidates having a
count no less than the minimum support count, and there-
fore belong to L, ). However, C, can be large, and so this
could involve heavy computation. For compression of C, ,
the Apriori property is used: any non-frequent ( k - 1) -
itemset cannot be subsets of frequent k& ~itemset. Conse-
quently, if any (k — 1) —subset of a C, is not in L, , ,
then the candidate cannot be frequent either and se can be
deleted from C, . This test of subsets can be done quickly
by maintaining a hash tree of all {requent itemsets.

But traditional Apriori algorithm has two shortcomings
that affect the efficiency of the algbn'fhm. One is too many
scans of the transaction database when seeking frequent
itemsets -that requires lots of 1/0 load and computing
time. The other is large amount of useless candidate item-
sets generated and need to repeat to scan database. For the
shortcomings of the above Apriori algorithm, an improve-
ment of Apriori algorithm based on fuzzy clustering
(FAFC) is presentéd in this paper. For large database,
this approach is féund to be promising in terms of compu-
tational time and availability. Moreover, each membership
function w can be constructed manually by an expert in tra-
ditional fuzzy Apriori algorithm. But using an expert—driv-
en approach is very cumbersome and not feasible in real—
life datasets. Thus, it is humanly impossible for an expert
to create fuzzy partitions for each attribute. Instead, fuzzy
clustering can be used to automate the creation of the fuzzy
partitions.

3.2 The Improved Apriori Algorithm

The pseudo code of improved Apriori algorithm as
follow .

Input: numerical database D, minimum support
threshold (min_sup) , minimum confidence ( min_conf) ;

Output : fuzzy frequent itemsets( FL ), fuzzy associa-
tion rules (Rule) ;

(1) for each attribute A,

(2) U, = cluster( 4, )

(3) U=U,U,

(4) FL, = Get_frequent_l -Itemset( U ) ;

(5) for( k=2;FL,_, #¢g; k++)|

(6) FC, =fuzzy_Ap-gen( FL, , );

(7)for each fuzzy transaction X € FC, dol

(8) compute sup( X ) ;

(9) FL, = {X e FC, | sup( X )>=min_sup} ; |

(10) fuzzy_Ap-genrules( FL, R

min_conf) ;1

m 9
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(11) return FL =U ,FL,, R,;

procedurefuzzy_Ap-gen : o

(1) for each fuzzy itemsetl, e FL,_,

(2) for each fuzzy itemsetl, € FL,_,

(3) if ((L[1] =LI11) A (4[2] =L[2]) A
(L TE=2] =5 [k-2]) A (LTk=1] <L[k=11))

(4)then | X =L, I,

(5) for edch ( k — 1) —subset c of X

(6) ifc ¢ FL,_; then delete X

(7) else add X 10 FC,,,;

(8) return FC,;

procedurefuzzy_Ap-genrules ( FL, ,R,,, min_conf) :

(D k=l FL,I;m=l R,

(2) ifk > m +1 then

(3) R,,, = fuzzy_Ap-gen( R.);

(4) for each subsetsr,,, € R

sup (FL,)

sup (FL, —r,.,)
(6)Rule; ( FL, —r1_,,) —r1,,
(7)else deleter,,, | ‘

do/{

m+1

= min_conf)

(5)If ( conf =

4 Experiment Conclusion

All the experiments are perfbnned on a 2. 2GHz Intel
(R) Core(TM) 2 Duo PC with 2048MB memory, run-
ning on the Windows XP , program language is C.

In order to describe FCM how to generate fuzzy parti-
tions, have used the FAM95 dataset. Use numeric attribu-
teIncome to illustrate the processing of FCM and creation
of fuzzy partitions. For the attribute Income ,use C =4 for
the FCM clustering process, and then get four different
fuzzy partitions, namely “Around 2.5” , “Around 3.5”,
“ Around 5”‘, “Around 7. 5” (the units are thousand).

The resultant four fuzzy partitions are shown in fig. 1.
1 N = 5

Fuzzy membership p
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Fig 1 Fuzzy partitions generated by applying FCM
Through this numerical experiment, get fuzzy mem-
bership'u values which can work without Apriori member-

ship function provided ‘by human experts. Therefore, deal

with real-life huge datasets which contain many quantita-
tive ‘attributes.

In ﬁg 2, the improvement of Apriori algorithm based
on fuzzy clustering (FAFC) made a comparison with tra-
ditional Apriori algorithm on computing time for huge da-
tabase. Use UCI datasets as the testing data. Set up min_
sup=0.2, min_conf=0.3. From the results, it can be
seen that much waste computation is fulfilled by traditional
Apriori algorithm and FAFC algorithm can deal with huge

datasets effectively. -
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Fig2 Computing time relative to dataset attribute Income

5 Conclusions

In this paper,a methodology by doing pre—processing
for the original dataset based on FCM is proposed first. By
doing this, get fuzzy membership u values and fuzzy parti-
tions which can work without Apriori membership function
provided by human experts. And then an improvement of
Apriori algorithm based on fuzzy clustering ( FAFC) is
presented. Experimental results show that improved Aprio-
ri algorithm ( FAFC) outperforms the traditional Apriori

algorithm on computing time for huge database.

SE Wk

(1] ZEE,BIB.T L% KESEEESHEK(M] 4
I H R AR ,2005.

(2] ®xRE.K A HEEEEESEARIM] &
. B8 2 R AU HUBE Tk M AR ,2007.

[3] Yue S,Tsang E,Yeung D,et al. Mining fuzzy association rules
with weighted items [ C]//Proceedings of the IEEE interna-

W, &

tional conference on systems, man and cybernetics. [ s. 1. ]:
[s.n. ],2000:1906-1911.

[4] Watanabe T. An Improvement of Fuzzy Association Rules Min-
ing Algorithm Based on Redundancy of Rules[ C]//2010 2nd
International Symposium on Aware Computing. [s. 1. ]: [s.
n. ],2010.68-73.

(5] FhexmE, NIBEEE. BN C WEBBHENLIIT]. HEHL
R A5 %14 ,2008,25(13) :48-50.

(T#%26 %)



£ 26 HENRRERR

M ASR LA T Full )R3E, ME L2588 T BEEFE R
# K THE,33686018 1 16843009 43 5% ASR FI GSR

B2

H115 & 10000-8000 ~ /64 LI K 2 S AMEREE AR 4T it
FAR b, BIRXMUERLTEOMKEELE,

Y router—id. [AZSR St - IS o

, ] BORRERER

root@élocalhost i ~ripidd i i

oolo (I)Da—i> i smprripiddld idconfig prefix 128 5 Zﬁﬁin

eth0 ID-> 10000-8000~2 prefix 64

eth0 ID-> 65152~549—46%;§g?§-4§7411 prefix 64 Wi — LM% T OSPF 8% i B9 it Fn s
GSR# show rumning-config B,EE8T —HRAMEHBEIIE, MiXEREH
urrent configuration:
hostnane. GoR OSPFID EL M4 STHFHRIUMIR , 3F ELABMS IE % 3.5
iz::; igﬁzz i(;i(;i::}g(;‘végﬁoethO ﬁEﬂ%EE mﬁg,ﬂ-ﬁ ﬁﬂ%ﬁﬁﬁ&mﬁﬁ,ﬁﬁ@iﬁ’%ﬁ
T 2
interface eth0 ﬂﬁm'ﬁ%ﬁg%o

idmp ospfid interface type is route
outer- 16 16643005 BEIR:
 Interface eth0 area 0 (1] E®,H 6 HPSEREIR -— RS 5 E
_ - maRsEe FR45[J]. M T4 ,2007,35(4) :593-598.
GSR# show idmp ospfid neighbor
RouterID State/Duration DR BDR I/F[State] (2] 8 % ,A%E, %ER. BT —HARERHLTER SR
33686018 Full/00:01:43 33686018 16843009 ethO[BDR]
[J]. % ,2007,35(4) :607-613.
BHS GSR#GEvREURAR GEEIZL [3] Z#= H —HEREFRANEHIERETID]. bt

& 6 {di ff show idmp route 14 B/~ T GSR AR |
kR LE, BT ASR #17 T Vs fEEA (4]
M2 {5 BAREY BB O M 2%, RN EEA I BE B 15 8
13333-7000 ~ /64 {5 B A &1ZHH] GSR |, &0 K%

GIRERIBE I A

GSR# show idmp route 6]
Codes: K - kermel route, C - connected, 8 - static,

R - RIPid, O - O3PFid, B - BGP, * - FIB route.

LK ,2009.

B R BARGREa AP BRI SEAR(D].
db5T L AGE A2, 2010.

[5] #®ERF 4 BABFERBESER(M]. LR . HEHE
Hi R ,2010.

AR P BrE MIGRIR R SBR[ M) JL R
Rk R H R AL ,2006.

(7] Coltun R,Ferguson D. OSPF for IPv6[ S]. RFC 5340,2008.

C»* 1/128 is directly connected, lo

0  10000-8000-/64 [110/0] is directly conmnected, eth0 (8] Deering S,Hinden R. Internet Protocol Version 6 (IPv6) Ad-
c>* 10000-8000~/64 is directly connected, ethQ .
- —200n I dress Architecture[ S]. RFC3513,2006.
8>+ 111311~/64 [1/0] is directly connected, ethO [9] Moy J. OSPF Version 2[ S]. RFC 2328,1998.
C * 65152~/64 is directly connected, eth(
RIS HEE [10] Nan Yao. Design and Implementation of Routing Protocol Ex-

ARt show idmp route
Codes: K - kernel route, C - connected, 8 - static,
R - RIPid, O - 08PFid, B - BGP, * - FIB route.

tensions Supporting Separation of the Core and Access Net-
work[ J]. Journal of Internet Technology,2008,9(5).355-

c>* 1/128 is directly connected, lo 360.

0 13333-7000~/64 [110/0] is directly connected, eth0 = s s 2r.
C>* 13333-7000~/64 is directly connected, eth0 (11] @R, LK, HKER, % OSPR3 HMEIFM]. L5
b 538 K% ,2003.

c>* 65152~/64 is directly connected, eth0

, [12] FE L4k OSPFv3 MEEH [ M]. b 5. 4k 50 308 k2,
M6 Z&BBBHBNEL "’ -
2002.
e S S e e e S S A S e 2
(%21 %)

(6] Z & P4, T —FHBGHEEN CERKAE (9] ZFEAE,FkE BETHEH C-HEHRBEHRNAREN

[J]. HBNHEAR SRR, 2009,19(12) :71-73.

[7] Mangalampalli A,Pudi V. Fuzzy Association Rule Mining Al-
gorithm for Fast and Efficient Performance on Very Large
Datasets [ C |//IEEE International Conference on Fuzzy
Syetem. [ s.1. J:{s.n. 1,2009:20-24.

(8] Lee Y C,Hong T P,Wang T C. Mining Fuzzy Multiple-level
Association Rules under Multiple Minimum Supports [ C]//
Proc. of the 2006 IEEE International Conference on Systems,
Man and Cybernetics. [s. 1. ]:[s. n. ],2006:4112-4117.

(10]

1)

[12]

[I]. BN AR S % %,2008,18(1) :178-180.

82 OB, ERCE. B C BIERAEIETE web EAEHE L
BN FABFRLT]. HHE PR 5 & R ,2008,18(6) :32-35.
Wu Zhenglong, Xiong Fanlun, Teng Minggui. Mining Fuzzy As-
sociation Rules for Numerical Attributes Based on Fuzzy Clus-
tering[ J ]. MINI - MICRO SYSTEMS, 2004,25 (7 ): 1295 -
1297.

Gyenesei A. A Fuzzy Approach for Mining Quantitative Associ-
ation Rules[R]. [s. 1. J:[s.n. ],2001.



